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Upgrade to HL-LHC …  
(1) enable collection of very large datasets to e.g. probe rare physics processes 
(2) associated upgrades of our detectors is further an opportunity to explore new 

technologies to enable entirely new physics analyses 
 
 



Standard Model
• Standard Model remarkably successful in explaining experimental data (*)

!4
(*)  modulo possible recent “tensions”



Standard Model ... and BEYOND
• Standard Model remarkably successful in explaining experimental data 

• Cannot explain: 

!5

Matter/anti-matter asymmetry? 
  Dark matter?        Why three generations? 

          Why is the Higgs boson so light? 
            ... 

      Incorporating gravity?

The universe, as viewed by Hubble

Neutrino masses?
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22m long 
15m diameter 
14,000 tonnes 

B=3.8 T

Compact  
Muon  
Solenoid
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Hadron
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Electromagnetic
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Silicon
Tracker

Iron return yoke interspersed 
with Muon chambers 

Key: 

Photon 

Electron Charged Hadron (e.g. Pion) Muon 

Neutral Hadron (e.g. Neutron) 

Particle detection at CMS

!7

measure momentum 
in plane transverse 
to detector (“pT“)



PILEUP:  
multiple overlapping pp 
interactions in the same 

bunch crossing

Proton-proton collisions

!8

proton proton
1011 protons 1011 protons

VS

Parton distribution functions 
describe momentum distribution of proton’s 
constituents, measured from experiments
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N = σ x ∫ L dt

instantaneous luminosity
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The LHC challenge
• Processes w. H/W/Z bosons, top 

quarks, etc. are comparably rare! 
‣ ~10 top quarks, <1 Higgs / sec 

• Huge amount of info produced 
‣ A collision event ≈ 1MB  

... 40 million times per second  
(=> 40 TB/s !!!) 

• Trigger system reduces 40MHz 
collision rate to data rate that can 
be read out & written to disk 
(~1kHz)

!10

cr
os

s s
ec

tio
n 

(n
b)

ev
en

ts
 / 

se
co

nd
 @

 L=
10

34
 cm

-2
 s-

1  

center-of-mass energy (TeV)

LHC

top quarks

bottom quarks

Higgs boson



The LHC challenge
• Processes w. H/W/Z bosons, top 

quarks, etc. are comparably rare! 
‣ ~10 top quarks, <1 Higgs / sec 

• Huge amount of info produced 
‣ A collision event ≈ 1MB  

... 40 million times per second  
(=> 40 TB/s !!!) 

• Trigger system reduces 40MHz 
collision rate to data rate that can 
be read out & written to disk 
(~1kHz)

!10

cr
os

s s
ec

tio
n 

(n
b)

ev
en

ts
 / 

se
co

nd
 @

 L=
10

34
 cm

-2
 s-

1  

center-of-mass energy (TeV)

LHC

top quarks

bottom quarks

Higgs boson



Where we are …
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• SM Higgs triumph 
• Precision tests of EW / top quark sectors 
• New physics searches 
‣ Directly produce new massive particles 
‣ Indirectly study rare process & search for deviations
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… where we are going
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Motivation
• Higgs boson 
‣ Precision measurements of properties & couplings  
‣ Rare decays 
‣ Measure Higgs self-coupling via di-Higgs production 

• Probe shape of Higgs potential & nature of EWSB

!13

298 Chapter 10. Exploring the High Luminosity LHC Physics Program

tau trigger with an offline threshold at 88 GeV and a di-tau trigger with an offline threshold at
56 GeV for each object with |h| < 2.4. The equivalent trackless trigger thresholds for the same
rate are 140 GeV and 90 GeV, respectively.

A combination of the single and double tau triggers in the scenario with track trigger increases
the absolute trigger acceptance by a factor of 1.7 compared to applying the Run-I analysis pT
threshold on in the same |h| region, largely due to the addition of the single tau trigger which
was not available in Run-I. Compared to the combination of tau triggers without the tracking
capability, the track-aware scenario increases the absolute acceptance by 5.5 times, a huge gain
from the addition of tracking information at the Level-1 trigger level. In summary, a precision
Higgs boson program with taus will be very difficult without an upgrade of the trigger system
including the track trigger.

10.1.4 Higgs boson pair production

Studies of Higgs boson pair production at the HL-LHC will provide insight on Higgs boson
trilinear coupling [236]. This measurement would directly probe the Higgs field potential since
the self-coupling is related to the third derivative of the Higgs potential at its minimum. The
process is also sensitive to other BSM effects, as new physics can modify the rate of Higgs
boson pair production. The dominant Higgs boson pair production mode at LHC is through
gluon fusion. Figure 10.9 shows the dominant Feynman diagrams. Di-Higgs events can be
produced via a box diagram and through the Higgs boson self-coupling contribution. The two
processes interfere destructively and the cross section is near minimum for the SM. It should
be noted that the cross section increases by a factor of two if the Higgs boson self coupling is
zero. In fact, the Higgs boson pair production cross section is about 1000 times smaller than
single Higgs boson production cross section.

The final states are generated with MADGRAPH [237] interfaced with PYTHIA6 [89] for parton
showering and fragmentation. The sample is normalized to the NNLO cross section of 40.7
fb [238].

Figure 10.9: Feynman diagrams contributing to gluon fusion Higgs boson pair production.

Studies are performed of di-Higgs production and decay into for bbgg, bbWW, where the W
boson decays leptonically, and bbtt. Its crucial that the Phase-II detector can cope with the chal-
lenging environment of HL-LHC, as pileup mitigation, b-tagging, tau-tagging, photon identi-
fication efficiencies, and mass resolutions are instrumental to perform these measurements.
Triggers are assumed to be 100% efficient in these studies. Delphes fast simulation [22] is used
for bbWW results. The parameterized performance of the Phase-II detector in Delphes is taken
from the corresponding GEANT-based [79] full simulation samples. The bbgg analysis uses
MC truth-level information with smearing functions to model the performance of the Phase-
II detector. A combination of the two approaches mentioned above is used for the bbtt final
state.
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Fig. 64: Left: upper limit at the 95% CL on the HH production cross section as a function of � =

�HHH/�SM
HHH. The red band indicated the theoretical production cross section. Right: expected likelihood

scan as a function of � = �HHH/�SM
HHH. In both figures the results are shown separately for the five

decay channels studied and for their combination.

experiment, the likelihoods for those two channels are scaled to 6000fb�1 in the combination. The signif-
icances are added in quadrature and the negative-log-likelihood are simply added together. A summary
of the different expected significances, as well as the combination, are shown in Table 57. A combined
significance of 4 standard deviation can be achieved with all systematic uncertainties included.

Table 57: Significance in standard deviations of the individual channels as well as their combination.

Statistical-only Statistical + Systematic
ATLAS CMS ATLAS CMS

HH ! bb̄bb̄ 1.4 1.2 0.61 0.95
HH ! bb̄⌧⌧ 2.5 1.6 2.1 1.4
HH ! bb̄�� 2.1 1.8 2.0 1.8
HH ! bb̄V V (ll⌫⌫) - 0.59 - 0.56
HH ! bb̄ZZ(4l) - 0.37 - 0.37
combined 3.5 2.8 3.0 2.6

Combined Combined
4.5 4.0

Comparisons of the minimum negative-log-likelihoods for ATLAS and CMS are shown in Fig-
ure 65. In those plots the likelihoods for the HH ! bb̄V V (ll⌫⌫) and HH ! bb̄ZZ(4l) channels
are not scaled to 6000fb�1. A difference of shape between the two experiments can be seen around
the second minimum. This difference comes mainly from the HH ! bb̄�� channel as illustrated in
Figure 65b. In this channel both experiment use categories of the mHH distributions. But for ATLAS
the analysis was optimised to increase the significance of the SM signal so the low values of the mHH

distribution are cut by the selection cuts, while for CMS a category of events with low values of mHH

is very powerful to remove the second minimum, while having no effect on the SM signal. The lower
precision on � is slightly better for CMS thanks to the contribution of the HH ! bb̄bb̄ channel, as
well as the HH ! bb̄V V (ll⌫⌫) and HH ! bb̄ZZ(4l) ones, while the higher precision on � is similar

111

CERN-LPCC-2018-04

significance with 
3000 fb-1 / exp. !



Motivation
• Higgs boson 
‣ Precision measurements of properties & couplings  
‣ Rare decays 
‣ Measure Higgs self-coupling via di-Higgs production 

• Probe shape of Higgs potential & nature of EWSB 

• Extend discovery reach in searches for beyond-SM scenarios 

• Search for rare SM processes, possibly enhanced by BSM physics 
‣ e.g. probe flavor-changing neutral currents, highly suppressed in SM 

!14

ATLAS AND CMS ON FCNC

• Comprehensive studies by

ATLAS (tZq) and CMS (tqg)

• Both simulate dedicated signal

and background samples and 

follow the Run-II startegies

• CMS uses BNN on kinematic input

• ATLAS uses 𝛘2 constructed under FCNC hypothesis

• Improvement typically one order of magnitude
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Motivation
• Probe processes with new sensitivity thanks to upgraded detector systems 

•                        : forbidden at tree-level in SM, probe  
new physics through loop contributions from new  
heavy particles <= enabled by track trigger 

!15

6.5. Physics projections 125

Given the excellent resolution of the tracks of the upgraded tracker, the J/y ! µ+µ� decays
are reconstructed with a resolution of about 20 MeV or better, compared to 33 MeV in Phase-0,
for both muons in |h| < 2.4. The improvement in J/y mass resolution will help discriminate
against background processes (other than tt) and combinatorial backgrounds, and manifest
itself as increased statistics and higher purity of the sample used for the top quark mass mea-
surement. After normalization to the theoretical tt cross section and an integrated luminosity of
3000 fb�1, prior to any preselection cuts, the number of events in the resonance peak is ⇠ 6 · 105,
with a combinatorial background of ⇠ 2 · 105 events between 2.6 and 3.6 GeV, irrespective of
the pileup scenario.

6.5.7 B0
s/B0 ! µ+µ�

CMS has already produced excellent B physics results. The leptonic decays B0
s ! µ+µ� and

B0 ! µ+µ� are flavour-changing neutral currents (FCNC), which are forbidden at tree level in
the SM. This suppression can be lifted in new physics models, e.g. in models with extra Higgs
doublets or with leptoquarks. In the absence of such degrees of freedom, the SM-expected
branching fractions for these decays are very small [95]. These analyses will benefit from the
increased statistical reach, and improvements in the mass resolution that can be obtained with
the Phase-2 tracker. The HL-LHC will provide substantial opportunities to extend the study
of rare B decays, such as B0

s and B0 to µ+µ� decays, if the events with low pT dimuons can be
triggered efficiently. At the instantaneous luminosity of the HL-LHC, the L1 track finder will
be essential in keeping the event rate manageable while retaining a reasonable efficiency for
the signal.

B candidates are formed from two oppositely charged muon candidates with pT > 4 GeV for
|h| < 1.4, and pT > 2 GeV for |h| > 1.4. The improved momentum resolution of the tracks
for Phase-2 translates to a ⇠40% improvement in the dimuon mass resolution for |h| < 1.0,
shown in Fig. 6.30 (left) as a function of |hf|, the pseudorapidity of the most forward muon of
the candidate. The expected invariant mass distributions from B0

s ! µ+µ� and B0 ! µ+µ�

are presented in Fig. 6.30 (right). The improved mass resolution due to the Phase-2 tracker
leads to a 25% gain in the significance of the separation between the mass peaks of B0

s ! µ+µ�

and B0 ! µ+µ�, as shown in Fig. 6.31 (left). The improved mass separation helps in rejecting
background, e.g. from rare semileptonic B decays such as B0 ! pµn, and furthermore reduces
the cross-feed from B0

s ! µ+µ� into the B0 ! µ+µ� signal region, as shown in Fig. 6.31 (right).

6.5.8 B0
s ! ff

The decay B0
s ! ff ! 4K, which has a CP-odd final state, is suitable for the determination

of the CP violating phase in the CKM matrix. This decay is a FCNC process that is forbidden
at tree level in the SM, but can receive loop contributions from particles with high masses, not
accessible at LHC energies. Hence this decay can be used to probe new physics at energy scales
that are not reachable in direct measurements.

The L1 track finder will allow identification of candidates for this decay at L1 by forming f
candidates from oppositely charged tracks originating from the same vertex and then combin-
ing two such candidates into a B0

s candidate. The pT of the lowest-pT kaon lies very close to the
lowest possible trigger threshold of the L1 tracking of 2 GeV, as shown in Fig. 6.32 (left).

The distributions of different discriminating variables — the DR between the f candidates,
the invariant mass of the f, MK+K� , and the invariant mass of the B0

s candidates, Mff — are
presented in Figs. 6.32 and 6.33 for signal events at the trigger and offline reconstruction levels,
and for background events at the trigger level. It can be noticed that the tails of the signal

φs from charmless decays
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• The combination of mixing and penguin diagrams can maximise 
sensitivity to new physics.

• Very interesting to see capabilities of CMS 
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Fig. 19: Normalized invariant mass distribution in CMS of all the �-pairs with �z(�-pair) < 1 cm,
�xy(�-pair) < 1 cm, 0.2 < �R(�-pair) < 1, �R(K+, K�

) < 0.12. The blue dashed line corresponds
to the signal events reconstructed with offline tracks. The signal and background distributions obtained
using L1 tracks are shown as red solid line and green histograms, respectively. A pile up scenario of 200
interactions is assumed (taken from [167]).

level, depending on the track candidate selection, and that the events selected at L1 would be accepted
by the subsequent offline analysis with high efficiency. For the scenario with 200 PU and a moderate
signal efficiency of around 30%, the expected L1 trigger rate is about 15 kHz, within the acceptable limit
according to the present understanding of the expected detector performance.

2.5.11.2 LHCb Bs ! �� projections

The measured and extrapolated LHCb statistical sensitivities for �sss

s and similar CP -violating phases
measured in other decay modes are shown in Fig. 20. A statistical uncertainty on �sss

s of 0.011 rad can
be achieved with 300 fb�1 of data collected at LHCb Upgrade II. Similarly to other measurements of CP
violation parameters from decay-time-dependent analyses, many systematic uncertainties are evaluated
from control samples, and are therefore expected to scale accordingly with integrated luminosity. Among
others, there is an important uncertainty associated with knowledge of the angular acceptance, which is
determined from simulation. This therefore relies on good agreement between data and simulation,
which can be validated using control channels such as B0 ! �K⇤0. Thus the determination of �sss

s is
expected to remain statistically limited even with the full LHCb Upgrade II data sample.

2.5.11.3 LHCb projections for �s from other charmless decays

Another way of measuring �s is the B0

s ! K⇤
(892)

0K⇤
(892)

0 family of decays, which in the SM is
dominated by a gluonic penguin b ! dds diagram. LHCb has recently published the first measurement
of �dd̄s

s [168] using Run 1 data. In this groundbreaking analysis, it was realised that a significant gain in
sensitivity can be obtained by including the full B0

s ! (K+⇡�
)(K�⇡+

) phase space in the K⇡-mass
window from 750 to 1600 MeV/c2, since the fraction of B0

s ! K⇤
(892)

0K⇤
(892)

0 in this region is
only fV V = 0.067 ± 0.004 ± 0.024 (the other contributions are from K⇡ S-wave and the K⇤

2 (1430)
0

resonance). The result, �dd̄s

s = �0.10 ± 0.13 ± 0.14 rad, is compatible with the SM expectation.
The current result has statistical and systematic uncertainties of comparable size, but both are

expected to be reducible with larger data samples. The largest systematic uncertainty, corresponding to
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Fig. 20: Comparison of �s statistical sensitivity at LHCb from different decay modes.

Table 7: Statistical sensitivity on �ss̄s

s and �dd̄s

s at LHCb.

Decay mode
�(stat.) [rad]

3 fb�1 23 fb�1 50 fb�1 300 fb�1

B0

s ! �� 0.154 0.039 0.026 0.011

B0

s ! (K+⇡�
)(K�⇡+

) (inclusive) 0.129 0.033 0.022 0.009

B0

s ! K⇤
(892)

0K⇤
(892)

0 � 0.127 0.086 0.035

the treatment of the acceptance, is mostly driven by the limited size of the simulation samples — due
to the large phase space investigated in this analysis, very large simulation samples are required. In
order to produce significantly larger samples it will be necessary to exploit rapid simulation production
mechanisms, since increases in available CPU power are not expected to keep pace with the size of the
data samples. Another important systematic uncertainty due to the modelling of the K⇡ resonant and
non-resonant components can be reduced by incorporating results of state-of-the-art studies of the K⇡
system, but some component of this may be irreducible. Other systematic uncertainties are mainly based
on control samples. Therefore it is expected that the limiting systematic uncertainty will be not larger
than �(syst.) ⇠ 0.03 rad.

The measured and extrapolated statistical sensitivities for �dd̄s

s are given in Table 7, both for the
average over the B0

s ! (K+⇡�
)(K�⇡+

) system and for the exclusive B0

s ! K⇤
(892)

0K⇤
(892)

0

decay. The sensitivities for B0

s ! (K+⇡�
)(K�⇡+

) are also included in Fig. 20. In the current
analysis, the same weak phase is assumed for all contributions, but as the precision increases it will
be possible to determine �dd̄s

s separately for each, including possible polarisation dependence in the
B0

s ! K⇤
(892)

0K⇤
(892)

0 decay. The systematic uncertainty related to modelling of components is
expected to be smaller when focusing on the K⇤

(892) resonance, since its lineshape is well known.
Moreover, by making similar studies with the B0 ! (K+⇡�

)(K�⇡+
) mode, it will be possible to ob-

tain all necessary inputs for the U-spin analysis of each component separately, leading to good control of
the theoretical uncertainty on the prediction for �dd̄s

s .
Finally, LHCb can also make measurements of �duu

s using a decay-time-dependent flavour-tagged
Dalitz-plot analysis of B0

s ! K0

S⇡+⇡� decays [169]. Preliminary sensitivity studies indicate that the pre-
cision achievable on �duu

s with the full Run 1 + Run 2 dataset is approximately 0.4 rad. Extrapolation to
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• LHCb will get a precision on φs similar to 
that from tree-level decays with 23fb-1.
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Figure 1.3.: Feynman diagrams contributing to B0
s -B0

s mixing.

of the CP -violating phase in B
0
s

mixing, �SM

s
, and the CP asymmetry, a

SM

s
, have been

calculated by Lenz and Nierste (2011) [14] to be

�
SM

s
= 0.0038 ± 0.0010 rad, (1.61)

a
SM

s
= (1.9 ± 0.3) · 10�5

. (1.62)

The theoretical calculation of the SM box diagram is explained in more detail in Ap-

pendix C.

1.4.1.2. Prospects for New Physics in B0
s -B

0
s Mixing

The phenomenology of B
0
s
-B0

s
mixing allows for New Physics (NP) extensions to be

parametrised in a largely model-independent way. Through the inclusion of the NP

complex parameter, �s, the description of B
0
s
-B0

s
mixing can be extended to

M12 ! M
SM

12 · �s, (1.63)

where �s ⌘ |�s|ei�
�
s . This means that the CP -violating phase in B

0
s
-B0

s
mixing undergoes

the simple extension of �s ! �
SM

s
+ �

�
s
. In the SM, |�s| = 1 and ��

s
= 0.

Experimentally, the SM is tested through measurements in B
0
s

! J/ K
+
K

� and

B
0
s

! J/ ⇡
+
⇡

� decays. As a tree level process, the CP -violating phase measured in b !
scc transitions, �2�s, is given through arg(VtbV

⇤
ts
/VcbV

⇤
cs

), where penguin contributions

are neglected. This is a measurement of CP violation in mixing as the imaginary

component of VcbV
⇤
cs

is suppressed to O(�4) in the Wolfenstein parametrisation. The

combined recent LHCb measurement of the CP -violating phase in B
0
s

! J/ K
+
K

�

and B
0
s

! J/ ⇡
+
⇡

� decays is found to be �s = 0.01 ± 0.07(stat) ± 0.01(syst) rad [15].

The 68%, 95% and 99% confidence levels are shown in Figure 1.4 along with the SM

prediction for the fit to B
0
s

! J/ K
+
K

� events. It can be seen that the measured result

+
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Figure 1.6.: Feynman diagrams contributing to the B0
s ! �� decay, consisting of a gluonic

penguin (top-left), electroweak penguin (top-right), and a 2-loop gluonic penguin
(bottom).

The B
0
s
! �� decay is an example of a pseudo-scalar to vector vector (P ! V V )

process. This means that there is a mixture of polarisation amplitudes in the final

state. These are the CP -even longitudinal (A0), the CP -odd transverse (A?) and the

CP -even transverse (Ak) polarisations. In order to measure CP violation in this decay,

the polarisations, along with their associated interferences must be disentangled by

measuring decay angle distributions. A popular choice for the B
0
s
! �� decay is the

helicity basis (explained in detail in Figure 1.7). The need for the measurement of the

decay angles complicates the determination of the CP -violating phase in the interference

between mixing and decay and therefore results in a more complex expression than

that given in equation 1.48. The derivation of the form is explained in greater detail in

Appendix A.
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Figure 6.32: Left: pT of the softest track reconstructed in selected B0
s candidates. Right: DR(f-

pair) distribution for all f-pairs. The distributions are normalized to unit area. The signal and
background distributions obtained using L1 tracks are shown as red solid lines and green his-
tograms, respectively. The distributions obtained after offline track reconstruction are shown
as blue dashed lines. A pileup scenario with 200 additional interactions is used.
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Dxy (f-pair) < 1 cm. The distributions are normalized to unit area. The signal and background
distributions obtained using L1 tracks are shown as red solid lines and green histograms,
respectively. The distributions obtained after offline track reconstruction are shown as blue
dashed lines. A pileup scenario with 200 additional interactions is used.

rate is about 15 kHz, within the acceptable limit according to the present understanding of the
expected detector performance.
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• Exotic Higgs decays involving new 
light scalars decaying to jets 
‣ prompt decays overwhelmed by 

background processes  
‣ long-lived => unexplored territory 

possibly enabled by track trigger

CMS Hardware Track Trigger: New Opportunities for Long-Lived Particle Searches
at the HL-LHC

Yuri Gershteina

aDepartment of Physics and Astronomy, Rutgers University, Piscataway, NJ 08854, U.S.A.

The planned upgrade of the CMS detector for the High Luminosity LHC allows to find tracks in
the silicon tracker for every single LHC collision and use them in the first level (hardware) trigger
decision. So far, studies by CMS collaboration concentrated on the maintaining the overall trigger
performance in the punishing pile up environment. We argue that the potential capabilities of the
track trigger are much wider, and may o↵er groundbreaking opportunities for new physics searches.
As an example, and to facilitate community discussion, we use a simple toy simulation to study rare
Higgs decays into new particles with lifetime of order of a few mm.

INTRODUCTION

The CMS detector will undergo extensive upgrades [1]
for HL LHC running. A central feature of the upgrade
is a new silicon tracker which allows track reconstruc-
tion for every LHC bunch crossing (@40 MHz). The first
challenge, and the main reason this has never been done
before, is to be able to read out the huge number of sili-
con hits within tight latency constraints. In CMS, thanks
to the strong magnetic field, it is possible to construct a
tracker that can reliably separate small fraction of the
hits left by high momentum tracks, and only read out
those for track finding at the first level of the trigger
(L1). It is achieved by making tracker modules out of
two closely spaced sensors and an integrated circuit that
correlates the hits in them, providing both coordinate
and transverse momentum measurement. The latter as-
sumes that the track originated at the beam line. The
hit pairs in a module are referred to as stubs.

The pT selection for stubs to be read out is determined
by the bandwidth from the detector to the back end elec-
tronics, and is fixed at about 2 GeV. Finalizing the choice
of track finding algorithm and hardware may take a few
more years. In the meantime, it is imperative to under-
stand what kind of physics opportunities such track trig-
ger could open up, beside maintaining the overall trigger
performance at HL LHC environment.

The goal of this note is to attract community’s atten-
tion to this topic, and provide an example of a main-
stream physics area that would benefit from extension
of the track trigger to o↵-pointing tracks. While proper
simulation and modeling of the trigger is complicated,
a simple toy simulation is su�cient to develop intuition
and identify areas of interest.

This note considers all-hadronic final states with low
HT , taking SM Higgs decays into four jets (see Fig. 1 a)
as an example. Theoretical motivation to look for such
decays is very strong, see [2] for a comprehensive review.
The goal is to probe very small branching fractions; in
this note we assume Br[h ! �� ! 4q] = 10�5. For
prompt decays, the background is overwhelming, but if
the � has c⌧ of a few mm, the o✏ine analysis has very low

backgrounds [3]. The problem is in getting such events
on tape, in particular through L1. Below, we estimate
how an o↵-pointing track reconstruction at L1 can help.
To estimate the e�cacy of the approach, we compare it
with the best alternatives in absence of o↵-pointing track
trigger: using associated Higgs production with a W that
provides a lepton trigger (Fig. 1 b) or considering L1
calorimeter jets with no associated prompt tracks. We
also speculate on the comparative sensitivity of LHCb
experiment to this decay.

a)

b)

FIG. 1. Two final states considered for getting h ! ��

events on tape: a) gluon fusion production using o↵-pointing
track trigger; b) associated production using single lepton
trigger.
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To study the physics processes of interest, we have to efficiently identify the 
collisions where they occur (trigger!) …

… which is an even greater challenge at the HL-LHC!



The price for high luminosity

!17

PILEUP: number of overlapping interactions (expected average ~200) 

Particularly challenging for trigger system!

Simulated event display with average pileup of 140



Trigger system: CURRENT 
Which collision events to read out & store for offline analysis?

40 MHz

HLT output: ~1 kHz

L1 output: 100 kHz

~4 µs

The CMS L1 Track Trigger Upgrade 
 for the High-Luminosity LHC

J. Konigsberg, Univ. of Florida
On behalf of the CMS collaboration

High-level software-
based trigger (“HLT”) 

full detector granularity

calorimeters

L1 hardware-based trigger

muons
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ATLAS & CMS:  Trigger System
• Current trigger systems

• L1 trigger
• Hardware-based, implemented in custom-built electronics
• Muon & calorimeter information with reduced granularity, no tracking information

• High-Level Trigger (HLT)
• Software-based, executed on large computing farms
• Tracking information & full detector granularity
• ATLAS use level-2 & event filter, CMS single-step HLT

19

ATLAS:  3 physical levels CMS:  2 physical levels

Wesley Smith, U. Wisconsin, October 3, 2013 ECFA – HL-LHC: – Trigger & DAQ -  3 

Journey to HL-LHC 
2012-2013 run: 

•  Lumi = 7 x 1033, PU = 30, E = 7 TeV, 50 nsec bunch spacing 
•  2012 ATLAS, CMS operating: 

•  L1 Accept ≤ 100 kHz,  
•  Latency ≤ 2.5 (AT), 4 µsec (CM) 
•  HLT Accept ≤ 1 kHz 

Where ATLAS & CMS will be: 
•  Lumi = 5 x 1034 

•  <PU> = 140, Peak PU = 192 (increase × 6)  
•  E = 14 TeV (increase × 2)  
•  25 nsec bunch spacing (reduce × 2) 
•  Integrated Luminosity > 250 fb-1 per year  

Need to establish scenario for L1 Accept, Latency, HLT 
Accept & new trigger “features” (e.g. tracking trigger) 

Front  end pipelines 

Readout buffers 

Processor farms 

Switching network 

Detectors 

Lvl-1 

HLT 

Lvl-1 

Lvl-2 

Lvl-3 

Front end pipelines 

Readout buffers 

Processor farms 

Switching network 

Detectors 

ATLAS: 3 physical levels CMS: 2 physical levels 

Detectors

Front end 
pipelines

Readout 
buffers

Switching 
network

Processor 
farms

Detectors

Front end 
pipelines

Readout 
buffers

Switching 
network

Processor 
farms

40 MHz

L1 output:  75 kHz

~3 kHz

200 Hz

40 MHz

100 Hz

L1 trigger decision 
in ~2.5 (4) µs for 

ATLAS (CMS)

L1 output:  100 kHz

“latency”



Trigger system: HL-LHC 
Which collision events to read out & store for offline analysis?

40 MHz

HLT output: ~1 kHz

L1 output: 100 kHz

~4 µs

The CMS L1 Track Trigger Upgrade 
 for the High-Luminosity LHC

J. Konigsberg, Univ. of Florida
On behalf of the CMS collaboration

High-level software-
based trigger (“HLT”) 

full detector granularity

calorimeters

L1 hardware-based trigger

muons
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TRACKS

12.5 µs

750 kHz

7.5 kHz



Why tracking @ L1?
• At HL-LHC, event rates would exceed what can be read out at L1 

• Physics goals rely on excellent detector performance & trigger capabilities  

• Typical handle to control event rates at trigger level -- momentum thresholds

!20

Increasing thresholds limits physics 
potential + alone insufficient! 

⇒ Tracking @ L1

5

Major"foreseen"upgrades
•CMS$is$investing$in$providing$more$and$
better$information$for$L1$
• Enable"similar"HLT"vs"L1"objects:""""""""""""""""""""
better$turn2on$curves,$lower$rates$for$same$
thresholds"

• Increased$input$data$compared$with$Phase21$
• Inclusion$of$Tracking$information$at$L1"to"be"combined"with"Calo"and"Muon"
• ""

• Upgrades$to$the$L1$Calorimeter$and$Muon$trigger$systems$
• full"exploitation"of"the"Track"trigger"requires"good$position$and$energy$
resolution"

• Barrel:"replacement"of"electronic"systems"to"reach"ECAL"
crystalKlevel"energies"(25x"increase"over"current"input"
data)"and"full"exploitation"of"spacial"DT"resolution"

• Endcap:$3D"High"Granularity"calorimeter,"new"endcap"
muon"chambers



Using tracking @ L1

!21

20 Chapter 1. Introduction and overview

increased lepton pT threshold used in the analysis [1]. See Section 4.2 for more details.
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Figure 1.5: Left: Simulated distributions of transverse momentum of the electron and muon
produced in HH, single top-quark, and the semileptonic decays of tt. The vertical lines corre-
spond to the offline pT thresholds at which the single object trigger efficiency reaches 95% of
the efficiency plateau. The solid vertical lines correspond to the trigger thresholds provided by
the Phase-2 L1 trigger system (at 200 pileup) matching the thresholds currently deployed by
the L1 menu for Run-2. The dashed vertical lines correspond to the trigger thresholds required
to achieve the same rate using trigger algorithms that do not make use of L1 tracks. Right: The
expected exclusion limits at 95% CL on the FCNC t ! ug branching fraction as a function of
the offline leptons pT threshold.

1.4.1.2 Final states requiring double-photon trigger algorithms

• Higgs boson pair production (HH ! ggbb̄). As shown in [1], one of the most sensi-
tive decay channels to access di-Higgs production is HH ! ggbb̄, where the event
selection relies on a double-photon trigger with thresholds as low as those used in
Phase-1. Harvesting these rare events would contribute to obtaining evidence of the
HH process, which constitutes one of the main goals of the CMS Phase-2 physics
program.

• Higgs boson decay into photons (H! gg). This final state benefits from the com-
plete reconstruction of the Higgs boson kinematics and from the clean signature of
the diphoton invariant mass. Hence, this channel is particularly suited to perform
the measurement of the Higgs boson differential cross sections and in particular of
the Higgs boson pT spectrum, including the low pT regime. During Phase-1, this ma-
jor discovery channel relied on the double-photon trigger. The baseline strategy to
pursue this analysis remains similar to Phase-1 and therefore the trigger thresholds
applied should sustain a selection as inclusive as possible.

Figure 1.6 displays the inclusive pT spectrum of the sub-leading photon in single and dou-
ble Higgs boson final states. In the case of Higgs boson pair production, one of the Higgs
bosons decays into photons. The trigger threshold on the sub-leading leg of the double-photon
trigger allowed by the upgraded Phase-2 L1 trigger is compared to the one expected with-
out any tracking information used. The Phase-2 photon objects reconstruction exploits both
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Figure 1.7: Left: Simulated distribution of transverse momentum of the lowest pT th candidate
in HH ! ttbb̄ ! thntthntbb̄ decays. The vertical lines correspond to the offline pT thresh-
olds at which the single object trigger efficiency reaches 50% (for t) of the efficiency plateau.
The solid vertical line corresponds to the trigger threshold provided by the Phase-2 L1 trigger
system (at 200 pileup) matching the thresholds currently deployed by the L1 menu for Run-2.
The dashed vertical line corresponds to the trigger threshold required to achieve the same rate
using trigger algorithms that do not make use of L1 tracks or particle-flow candidates. Right:
Expected loss in signal significance for the CMS Phase-2 HH ! bbbb analysis as a function
of the minimum jet pT threshold implemented by the multi-jet trigger algorithm used to se-
lect these events. The green and red lines indicate the thresholds that can be achieved by a jet
trigger algorithm with and without using L1 tracking and particle flow inputs, respectively.

algorithms used to target these final states are based either on a minimum threshold
on the event’s Emiss

T , or on a cross-object trigger algorithm that requires Emiss
T and

low pT muons. The typical offline requirements on Emiss
T are driven by the trigger

selection and, in Phase-1, were of 200 GeV for the pure Emiss
T trigger and of 125 GeV

for the cross-object one. The signal acceptance for these exotic signatures is signif-
icantly reduced, would the L1 Emiss

T thresholds not be maintained to these values.
For example, the relevant parameter space of the model proposed in Ref. [22] can be
explored with the Phase-2 dataset only if the thresholds of the cross-object trigger
are kept to their Phase-1 values.

• Higgs boson associated production (ZH ! nnbb). The SM H ! bb events are
mostly accessible through the associated production of the Higgs boson with a Z/W
boson. The leptonic decays of the Z and W bosons are exploited at trigger level to
achieve manageable rates given the large QCD background expected in this hadronic
decay mode of the Higgs. This channel significantly contributed to achieve the ob-
servation of the Higgs boson decay into a pair of b-quarks during LHC Run-2 [23].
The associated production with a Z boson decaying into a pair of neutrinos is a ma-
jor channel targeted at HL-LHC. The neutrinos produce significant Emiss

T that can be
used to select events at trigger level and drastically reduce the background contri-
bution.

Figure 1.8 shows the Emiss
T distribution for the final states mentioned above. The Phase-2 L1

Emiss
T reconstruction algorithm makes use of the tracking information, of the particle-flow re-

Example: Charged leptons 
 

Improve pT measurement & identification => significant rate reductions

CMS-TDR-021

https://cds.cern.ch/record/2714892?


Using tracking @ L1

!22

Example: Jets 
 

Using tracks allows associating jets to common 
vertex to reject pileup, run lightweight PF @ L1 cone ΔR < 0.40

JET

1.4. Physics reach of the Level-1 Phase-2 Trigger 23
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in HH ! ttbb̄ ! thntthntbb̄ decays. The vertical lines correspond to the offline pT thresh-
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The solid vertical line corresponds to the trigger threshold provided by the Phase-2 L1 trigger
system (at 200 pileup) matching the thresholds currently deployed by the L1 menu for Run-2.
The dashed vertical line corresponds to the trigger threshold required to achieve the same rate
using trigger algorithms that do not make use of L1 tracks or particle-flow candidates. Right:
Expected loss in signal significance for the CMS Phase-2 HH ! bbbb analysis as a function
of the minimum jet pT threshold implemented by the multi-jet trigger algorithm used to se-
lect these events. The green and red lines indicate the thresholds that can be achieved by a jet
trigger algorithm with and without using L1 tracking and particle flow inputs, respectively.

algorithms used to target these final states are based either on a minimum threshold
on the event’s Emiss

T , or on a cross-object trigger algorithm that requires Emiss
T and

low pT muons. The typical offline requirements on Emiss
T are driven by the trigger

selection and, in Phase-1, were of 200 GeV for the pure Emiss
T trigger and of 125 GeV

for the cross-object one. The signal acceptance for these exotic signatures is signif-
icantly reduced, would the L1 Emiss

T thresholds not be maintained to these values.
For example, the relevant parameter space of the model proposed in Ref. [22] can be
explored with the Phase-2 dataset only if the thresholds of the cross-object trigger
are kept to their Phase-1 values.

• Higgs boson associated production (ZH ! nnbb). The SM H ! bb events are
mostly accessible through the associated production of the Higgs boson with a Z/W
boson. The leptonic decays of the Z and W bosons are exploited at trigger level to
achieve manageable rates given the large QCD background expected in this hadronic
decay mode of the Higgs. This channel significantly contributed to achieve the ob-
servation of the Higgs boson decay into a pair of b-quarks during LHC Run-2 [23].
The associated production with a Z boson decaying into a pair of neutrinos is a ma-
jor channel targeted at HL-LHC. The neutrinos produce significant Emiss

T that can be
used to select events at trigger level and drastically reduce the background contri-
bution.

Figure 1.8 shows the Emiss
T distribution for the final states mentioned above. The Phase-2 L1

Emiss
T reconstruction algorithm makes use of the tracking information, of the particle-flow re-

B. Winer  “A Level-1 Track Trigger for the CMS Phase 2 Upgrade” -- DPF Meeting, August 2015

Benefits of L1 Tracking
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• Electrons/Photons
➡ Extra measurement - Rate Reduction
➡ Isolation

•Muons
➡ Excellent PT Resolution
‣ Rate Reduction

➡ Isolation

• Tau Triggers
➡ Multi-pronged 

• Separation of Interactions
➡ Hadronic/Multi-object Triggers

Improved 
Reconstruction

Lower Rates

Lower Thresholds

Improved Physics 
Sensitivity
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... how?



CMS tracker

Finely segmented silicon sensors enable charged 
particles to be traced and, thanks to the magnetic 

field, for their momenta to be measured.  
They also reveal the positions at which long-lived 

unstable particles decay.

!24



CMS tracker for HL-LHC
• New all silicon outer tracker + inner pixel detector 
‣ Increased granularity for HL-LHC occupancies 
‣ Tracking in hardware trigger, identify particles with  

pT > 2 GeV

!25

20 Chapter 2. Overview of the Phase-2 Tracker Upgrade
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Figure 2.3: Sketch of one quarter of the tracker layout in r-z view. In the Inner Tracker the
green lines correspond to pixel modules made of two readout chips and the yellow lines to
pixel modules with four readout chips. In the Outer Tracker the blue and red lines represent
the two types of modules described in the text.

Figure 2.4: Average number of module layers traversed by particles, including both the Inner
Tracker (red) and the Outer Tracker (blue) modules, as well as the complete tracker (black). Par-
ticle trajectories are approximated by straight lines, using a flat distribution of primary vertices
within |z0| < 70 mm, and multiple scattering is not included.

The following section summarizes the main concepts and features of the upgraded tracking
system. One quarter of the Phase-2 tracker layout can be seen in Fig. 2.3. Figure 2.4 shows
the average number of active layers that are traversed by particles originating from the lumi-
nous region, for the complete tracker as well as for the Inner Tracker and the Outer Tracker
separately.

The number of layers has been optimised to ensure robust tracking, i.e. basically unaffected
performance when one detecting layer is lost in some parts of the rapidity acceptance. The six
layers of the Outer Tracker are the minimum required to ensure robust track finding at the L1
trigger in the rapidity acceptance of |h| < 2.4, as discussed in more details in Section 3.1.

Inner Pixel 
  
 

(1x2 vs 2x2 chip  
modules) 
=> not used in L1 

Outer Tracker  
  
 

(PS vs 2S modules)

Stacked Modules and Stubs

8 22.2.2016

KIT

B
High-momentum Particle

Low-momentum Particle

Accepted particles: pT > 3 GeV



CMS tracker for HL-LHC
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‣ Increased granularity for HL-LHC occupancies 
‣ Tracking in hardware trigger, identify particles with  

pT > 2 GeV
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ticle trajectories are approximated by straight lines, using a flat distribution of primary vertices
within |z0| < 70 mm, and multiple scattering is not included.

The following section summarizes the main concepts and features of the upgraded tracking
system. One quarter of the Phase-2 tracker layout can be seen in Fig. 2.3. Figure 2.4 shows
the average number of active layers that are traversed by particles originating from the lumi-
nous region, for the complete tracker as well as for the Inner Tracker and the Outer Tracker
separately.

The number of layers has been optimised to ensure robust tracking, i.e. basically unaffected
performance when one detecting layer is lost in some parts of the rapidity acceptance. The six
layers of the Outer Tracker are the minimum required to ensure robust track finding at the L1
trigger in the rapidity acceptance of |h| < 2.4, as discussed in more details in Section 3.1.
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pT module concept
• Modules provide pT discrimination in front-end electronics through hit 

correlations between two closely spaced sensors 

• Stubs: Correlated pairs of clusters,  
consistent with ≥2 GeV track 
‣ Data reduction at trigger readout  

(by factor 10-20) 
‣ Stubs form input to track finding

!26

2.1. The Phase-II Tracker Upgrade 29

Figure 2.5: (a) Correlation of signals in closely-spaced sensors enables rejection of low-pT parti-
cles; the channels shown in light green represent the “selection window” to define an accepted
“stub”. (b) The same transverse momentum corresponds to a larger distance between the two
signals at large radii for a given sensor spacing. (c) For the end-cap disks, a larger spacing
between the sensors is needed to achieve the same discriminating power as in the barrel at the
same radius. The acceptance window can therefore be tuned along with the sensor spacing to
achieve the desired pT filtering in different regions of the detector.

2.1.3 Overview of the Pixel detector design2812

The requirement of radiation tolerance is particularly demanding for the Pixel detector, as2813

shown above in Fig. 2.3. Preliminary studies show that good results can be obtained by us-2814

ing thin planar silicon sensors, segmented into very small pixels. With such a configuration the2815

detector resolution is much more robust with respect to radiation damage than the present de-2816

tector, where the precision relies on the ability to reconstruct the tails of the charge deposited in2817

a 300 micron-thick sensor. At the same time the required improvement in two-track separation2818

mentioned above is also obtained. Pixel sizes of 25 ⇥ 100 µm2 or 50 ⇥ 50 µm2 are being con-2819

sidered, representing a factor of 6 reduction in surface area compared to the present pixel cells.2820

For the readout chip, such a small pixel size can be achieved with the use of 65 nm CMOS tech-2821

nology and an architecture where a group of channels (pixel region) shares digital electronics2822

for buffering, control, and data formatting.2823

An alternative option that is being actively pursued is the possibility to use 3D silicon sensors,2824

offering intrinsically higher radiation resistance because of the shorter charge collection dis-2825

tance. As the production process is more expensive and so not suitable for large volumes, the2826

use of 3D sensors could be limited to the small regions of highest particle fluence.2827

The research on sufficiently radiation tolerant sensors and the design of the readout chip are2828

the key activities during this initial phase of the detector development. They are discussed in2829

Sections 2.2.1 and 2.2.2.2830

The new design will preserve the ease-of-access of the current detector that enables the possi-2831

bility to replace degraded parts over an Extended Technical Stop. The geometry of the Phase-I2832

detector [6] with 4 barrel layers and 3 forward disks is taken as a starting point. The forward2833

extension could be most simply realized by increasing the number of forward disks from 3 to2834

10, out of which the last 3 consist of the outer part only, in order to be compatible with the2835

conical section of the beam pipe. Such an extended pixel detector will have an active surface2836

of approximately 4 m2, compared to 2.7 m2 for the Phase-I detector. The time required for the2837

PS modules (pixel-strip) 
• Top sensor:  2x2.5 cm strips, 100 µm pitch 
• Bottom sensor: 1.5 mm x 100 µm pixels

Figure 3

Illustration of the concept of the pT modules for the upgraded CMS outer tracker for HL-LHC.
The two types of modules, 2S and PS, are shown to the left and right, respectively. The top
images show a layout of the two module types and the bottom images show a cross-sectional view
of the connectivity at the edges of the modules. These figures illustrate how hit information is
communicated between the two sensor tiers and correlations, stubs, are formed. In the 2S modules
one CBC reads out the hits from both sensors and forms the correlations. For the PS modules,
the strip sensor, at top in the figure, is read out by the SSA and the hits are communicated
through the flexible hybrid to the MPA, which reads out the macro pixels and form the stubs.
The separation between the sensors varies from 1.6 mm to 4.0 mm. From Ref. (15).

traverse the modules in a direction approximately perpendicular to the sensor plane. This

increases the e�ciency for reconstructing a stub since the particles are more likely to hit

both sensors. It also reduces the sensor area needed to provide complete coverage. The PS

modules in the TBPS use sensor spacings of 1.6 mm, 2.6 mm, or 4.0 mm depending on the

position and orientation of the sensors, as shown in Fig. 4. The 2S modules in the barrel

all have 1.8 mm spacing.

There are five disks (TEDD) on each side of the interaction point. Each disk has five

outer rings of 2S modules with sensor spacings of 1.8 mm or 4.0 mm. The two disks closest

to the IP extend somewhat closer to the beamline and have ten rings of PS modules while

the outer three disks have seven rings of PS modules. Also shown in Fig. 4 is the stub

acceptance window, in number of strips, for which hits in the two sensors are accepted as a

stub. This window varies from as little as two strips in the PS modules at the lowest radii in

the forward region to nine strips. For the 2S modules the acceptance window varies between

6–15 strips. These acceptance windows are configurable and can be tuned to manage the

rate for the trigger data.

The simulated stub reconstruction e�ciency as a function of particle pT is shown in

Fig. 5 for modules in the barrel and endcap regions. The stub finding windows are chosen

to provide high e�ciency at the 2 GeV threshold for track finding. In the innermost layer,
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2S modules (strip-strip) 
• Strip sensors 10x10 cm2 
• 2x5 cm long strips, 90 µm pitch
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of the connectivity at the edges of the modules. These figures illustrate how hit information is
communicated between the two sensor tiers and correlations, stubs, are formed. In the 2S modules
one CBC reads out the hits from both sensors and forms the correlations. For the PS modules,
the strip sensor, at top in the figure, is read out by the SSA and the hits are communicated
through the flexible hybrid to the MPA, which reads out the macro pixels and form the stubs.
The separation between the sensors varies from 1.6 mm to 4.0 mm. From Ref. (15).
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Tracking @ L1
• Reconstruct trajectories of charged particles with pT > 2 GeV 
‣ At HL-LHC, expect ~7000 charged particles / BX,  

~200 trajectories with pT > 2 GeV 

• Challenges 
‣ Combinatorics from ~15K input stubs / BX 
‣ Data volumes of up to ~30 Tbits/s 
‣ L1 trigger decision within 12.5 µs, ~4 µs available for track finding  

• A track trigger operating at 40 MHz with <10 µs latency has never been built 

• Utilize extensive parallel processing to tackle above challenges
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The CMS L1 Track Trigger Upgrade 
 for the High-Luminosity LHC

J. Konigsberg, Univ. of Florida
On behalf of the CMS collaboration

BX = bunch crossing



Track trigger strategy

• Parallelization  
‣ Divide tracker in segments in φ 
‣ Time-multiplexed systems -- process several BX simultaneously 

• Fully FPGA-based system 
‣ Off-the-shelf hardware 
‣ Programmable => flexibility
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The CMS L1 Track Trigger Upgrade 
 for the High-Luminosity LHC

J. Konigsberg, Univ. of Florida
On behalf of the CMS collaboration

Data transfer (~50 Tbs)

Data formatting Pattern recognition Track fitting +  
duplicate removal

Output 
tracks to 
L1 trigger

Δt = 4 µsΔt = 0

FPGA = Field 
Programmable 
Gate Array



System architecture
• Outer tracker divided in 9 φ sectors, time multiplexing factor of 18
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L1 trigger architecture
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Figure 1.3: Functional diagram of the CMS L1 Phase-2 upgraded trigger design. The Phase-2 L1
trigger receives inputs from the calorimeters, the muon spectrometers and the track finder. The
calorimeter trigger inputs include inputs from the barrel calorimeter (BC), the high-granularity
calorimeter (HGCAL) and the hadron forward calorimeter (HF). It is composed of a barrel
calorimeter trigger (BCT) and a global calorimeter trigger (GCT). The muon trigger receives in-
put from various detectors, including drift tubes (DT), resistive plate chambers (RPC), cathode
strip chambers (CSC), and gas electron multipliers (GEM). It is composed of a barrel layer-1
processor and muon track finders processing data from three separate pseudorapidity regions
and referred to as BMTF, OMTF and EMTF for barrel, overlap and endcap, respectively. The
muon track finders transmit their muon candidates to the global muon trigger (GMT), where
combination with tracking information is possible. The track finder (TF) provides tracks to
various parts of the design including the global track trigger (GTT). The correlator trigger (CT)
in the center (yellow area) is composed of two layers dedicated to particle-flow reconstruction.
All objects are sent to the global trigger (GT) issuing the final L1 trigger decision. External
triggers feeding into the GT are also shown (more in Section 2.6) including potential upscope
(mentioned as ”others”) such as inputs from the MTD. The dashed lines represent links that
could be potentially exploited (more details are provided in the text). The components under
development within the Phase-2 L1 trigger project are grouped in the same area (blue area).
The various levels of processing are indicated on the right: trigger primitives (TP), local and
global trigger reconstruction, particle-flow trigger reconstruction (PF) and global decision.

processors as part of the detector backend. The reconstructed track parameters and track re-
construction quality flags are provided to the trigger system to achieve precise vertex recon-
struction and matching with calorimeter and muon objects. This key feature maximizes the
trigger efficiency while keeping the trigger rate within the allowed budget. A global track trig-
ger (GTT) will be included, to reconstruct the primary vertices of the event along with tracker-
only based objects, such as jets and missing transverse momentum. The GTT can also be used

Match tracks 
with calorimeter 
& muon inputs

Vertex 
reconstruction & 

identify track-
only objects



Algorithm overview
• Different algorithms have been explored at CMS for L1 track finding 
‣ Similar performance & demonstrated feasibility, detailed in Phase-2 Tracker TDR 

• Hybrid algorithm combines ideas from legacy algorithms 
‣ Road-search algorithm based on “tracklet" seeds 
‣ Kalman Filter used to identify best stub candidates & provide track parameters 
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Emulation ⇔ Firmware Comparisons (1)

• Goal:  Systematic large-scale comparison between firmware & emulation

‣ Previously single event comparisons 
‣ Now large-scale, sequential event processing,

updated algorithm implementation etc.
‣ (1) Compare emulation vs Vivado simulation
‣ (2) Compare emulation vs board output
‣ Study stub pairs, tracklets, fitted tracks

• Develop SW tools for large-scale comparisons
‣ Bitwise comparisons
‣ Translation of track parameters to real coordinates

• Process single muons (PU=0) as starting point
‣ One “DTC region” (1/4 barrel) & one “phi sector” (1/28)
‣ Work in progress!
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Tracklet Method:  Project

• Project tracklets to other layers 
& disks to search for matching 
stubs

• Search windows derived from 
residuals between projected 
tracklets & stubs

• Both inside-out & outside-in
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neighboring layers

y

trackletstub pair

tracklet
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TRACK FINDING ALGORITHMS �5�5
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increased precision of track parameters
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track 
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track 
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3D KALMAN FILTER (KF)
▸ Commonly used iterative algorithm; series of 

measurements containing inaccuracies and noise -> 
estimates of unknown variables 

1. Initial estimate of track parameters (HT seed) & 
their uncertainties 

2. Stub used to update state  (weighted average) 

3. χ2 calculated, used to reject false candidates, 
incorrect stubs on genuine candidates 

4. Repeat until all stubs are added
seed 

creator
state 

control

FIFO 1
state updater

state 
accumulator

stubs in
stub-state associator

FIFO 2 state filterFIFO 3 tracks 
out

Selects best 
state for each 
candidate (χ2)

Incoming stubs stored in 
BRAM for later retrieval

Multiplexes incoming 
seeds & partially worked 
states

Retrieves next stub 
(in increasing radii)

Updates matrices & 
state with weighted 
average of previous & 
new inputs

KF worker - simplified firmware diagram

state updater 
(HLS)

Latency ~1 μs
Tracklet seed & search Kalman Filter fitting 

+

https://cds.cern.ch/record/2272264


Parallelization 
• Extensive parallelization in space & time (time multiplex of 18) 

• Detector divided into 9 hourglass-shaped φ sectors 
‣ Hourglass shape prevents tracks  

above given pT threshold from  
entering >1 sector => no cross- 
sector communication required! 

‣ Critical radius tuned to minimize  
overlap of stubs 

• Within-sector parallel data processing 
‣ Divide φ sector into “virtual modules” 
‣ Throughout algorithm, only consider combinations  

compatible with >2 GeV =>  
key to minimize combinatorics & simplify firmware

!32Eff by Tracklet Seed 

This plot is based on emulation of the firmware.  It shows the efficiency 
versus eta depending on which layers are used to create the tracklet.  It 
demonstrates where we have coverage and redundancy for different 
tracklet seedings.  The sample is single muon gun with Pt>10 GeV. The 
dip in eff around eta=0 for the barrel layer 5+6 tracklet is mostly likely 
due to poorer pointing resolution of tracklet since it is formed from two 
layers of silicon with just strips (i.e. no pixels).  Poor pointing around 
eta=0 may lead to incorrect association to virtual module boundary at 
eta=0. We are investigating ways to mitigate this. 
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§ Seeds (tracklets) are formed from one stub in 
odd layer VM and one in even layer VM 
§ Each pair are processed in parallel
§ Total 24*16=384 pairs of VMs for a given seeding 

layer/disk pair
§ Only 120 pairs are consistent with pT>2GeV 

tracks, and only these are connected in the 
project

§ Large reduction of combinatorics!
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§ Tracklets are further processed
§ Compute initial track parameters 

with IP constraints
§ Compute its projection to other 

layers/disks

§ Seedings are done in multiple 
Layer/Disk pairs in parallel
§ L1L2, L3L4, L5L6, D1D2, D3D4, L1D1, 

L2D1, …
§ Built-in redundancy for good η

coverage
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Seeding & propagation 
• Seed by forming tracklets 
‣ Pairs of stubs in adjacent layers/disks 
‣ Initial tracklet parameters from stubs + beam spot  

constraint 
• Only combinations w. pT > 2 GeV kept 

• Project to other layers/disks & match with  
compatible stubs within pre-defined windows 
‣ Inside-out & outside-in (more than 1 match allowed) 
‣ Calculate residuals used in fit
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Emulation ⇔ Firmware Comparisons (1)

• Goal:  Systematic large-scale comparison between firmware & emulation

‣ Previously single event comparisons 
‣ Now large-scale, sequential event processing,

updated algorithm implementation etc.
‣ (1) Compare emulation vs Vivado simulation
‣ (2) Compare emulation vs board output
‣ Study stub pairs, tracklets, fitted tracks

• Develop SW tools for large-scale comparisons
‣ Bitwise comparisons
‣ Translation of track parameters to real coordinates

• Process single muons (PU=0) as starting point
‣ One “DTC region” (1/4 barrel) & one “phi sector” (1/28)
‣ Work in progress!
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Tracklet Method:  Project

• Project tracklets to other layers 
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Figure 2.3: Sketch of one quarter of the tracker layout in r-z view. In the Inner Tracker the
green lines correspond to pixel modules made of two readout chips and the yellow lines to
pixel modules with four readout chips. In the Outer Tracker the blue and red lines represent
the two types of modules described in the text.

Figure 2.4: Average number of module layers traversed by particles, including both the Inner
Tracker (red) and the Outer Tracker (blue) modules, as well as the complete tracker (black). Par-
ticle trajectories are approximated by straight lines, using a flat distribution of primary vertices
within |z0| < 70 mm, and multiple scattering is not included.

The following section summarizes the main concepts and features of the upgraded tracking
system. One quarter of the Phase-2 tracker layout can be seen in Fig. 2.3. Figure 2.4 shows
the average number of active layers that are traversed by particles originating from the lumi-
nous region, for the complete tracker as well as for the Inner Tracker and the Outer Tracker
separately.

The number of layers has been optimised to ensure robust tracking, i.e. basically unaffected
performance when one detecting layer is lost in some parts of the rapidity acceptance. The six
layers of the Outer Tracker are the minimum required to ensure robust track finding at the L1
trigger in the rapidity acceptance of |h| < 2.4, as discussed in more details in Section 3.1.

Central η:  
L1+L2, L3+L4, L5+L6 

Barrel-disk overlap:  
L1+D1, L2+D1, L1+L2 

Disks: 
D1+D2, D3+D4



Duplicates & merging
• By construction, pattern recognition produces duplicate track candidates for 

a given charged particle 
‣ Redundancy in seeding (L1+L2 vs L3+L4, etc) ensures high efficiency, but leads 

to a given particle found >1 time 
‣ Additional duplicates may originate from tracks with combinatorial stubs 

• Duplicates are removed by merging track candidates prior to fitting 

• Currently, algorithm merges tracks sharing ≥ 3 stubs
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Track fitting
• Final track fitting uses Kalman Filter algorithm  

• Iterative track fitting  
‣ Initial estimate of track parameters & their uncertainties from tracklet seed 
‣ Stub used to update helix parameters (weighted average)  
‣ χ2 calculated, used to reject false candidates & incorrect stubs on genuine 

candidates  
‣ Repeat until all stubs are added  

• Default is 4-parameter  
track fit — can be extended 
to additionally fit for d0 
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1. Initial estimate of track parameters (HT seed) & 
their uncertainties 

2. Stub used to update state  (weighted average) 
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Performance
• Examples of expected L1 tracking 

performance based on simulation 
‣ High efficiency across pT/η  
‣ Precise z0 resolution for vertex association
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Displaced tracking
• Actively exploring an extended tracking setup to include capability of 

reconstructing long-lived particle trajectories 

• How? Modified seeding  
‣ Prompt — tracklets (2 stubs + origin)  
‣ Displaced — triplets (3 stubs) 
‣ Displaced seeds propagated to other 

layers/disks similar as prompt to find 
matching stubs 

• How? 5-parameter Kalman Filter fit
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Triplet seeds: 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Figure 2.3: Sketch of one quarter of the tracker layout in r-z view. In the Inner Tracker the
green lines correspond to pixel modules made of two readout chips and the yellow lines to
pixel modules with four readout chips. In the Outer Tracker the blue and red lines represent
the two types of modules described in the text.

Figure 2.4: Average number of module layers traversed by particles, including both the Inner
Tracker (red) and the Outer Tracker (blue) modules, as well as the complete tracker (black). Par-
ticle trajectories are approximated by straight lines, using a flat distribution of primary vertices
within |z0| < 70 mm, and multiple scattering is not included.

The following section summarizes the main concepts and features of the upgraded tracking
system. One quarter of the Phase-2 tracker layout can be seen in Fig. 2.3. Figure 2.4 shows
the average number of active layers that are traversed by particles originating from the lumi-
nous region, for the complete tracker as well as for the Inner Tracker and the Outer Tracker
separately.

The number of layers has been optimised to ensure robust tracking, i.e. basically unaffected
performance when one detecting layer is lost in some parts of the rapidity acceptance. The six
layers of the Outer Tracker are the minimum required to ensure robust track finding at the L1
trigger in the rapidity acceptance of |h| < 2.4, as discussed in more details in Section 3.1.



Displaced performance
• Extended tracking recovers efficiency for large d0 particles 
‣ Increase in track rate ~40% (conservative estimate) 

• As example studied in context of triggering on exotic Higgs boson decays 
‣ H => φφ => 4 jets, where φ is long-lived
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Introduction
• Displaced tracking at L1 open avenues to discover new 

physics with displaced tracks 

• Higgs -> φφ -> four jets (φ is long-lived), Hidden 
Valleys / SUSY / Dark Matter / RPV 

• Counter main source of electron inefficiency: : tracks 
loose a lot of momentum as they traverse the tracker 
and brem 

• How much is the gain if we include displaced  tracking 
at L1 

• Studied gain in number of events triggered in Higgs 
-> φφ -> four jets case 

• Huge improvement in going from prompt to 
displaced tracking 

• More details in FTR-18-018 / Yellow report
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CMS Hardware Track Trigger: New Opportunities for Long-Lived Particle Searches
at the HL-LHC

Yuri Gershteina

aDepartment of Physics and Astronomy, Rutgers University, Piscataway, NJ 08854, U.S.A.

The planned upgrade of the CMS detector for the High Luminosity LHC allows to find tracks in
the silicon tracker for every single LHC collision and use them in the first level (hardware) trigger
decision. So far, studies by CMS collaboration concentrated on the maintaining the overall trigger
performance in the punishing pile up environment. We argue that the potential capabilities of the
track trigger are much wider, and may o↵er groundbreaking opportunities for new physics searches.
As an example, and to facilitate community discussion, we use a simple toy simulation to study rare
Higgs decays into new particles with lifetime of order of a few mm.

INTRODUCTION

The CMS detector will undergo extensive upgrades [1]
for HL LHC running. A central feature of the upgrade
is a new silicon tracker which allows track reconstruc-
tion for every LHC bunch crossing (@40 MHz). The first
challenge, and the main reason this has never been done
before, is to be able to read out the huge number of sili-
con hits within tight latency constraints. In CMS, thanks
to the strong magnetic field, it is possible to construct a
tracker that can reliably separate small fraction of the
hits left by high momentum tracks, and only read out
those for track finding at the first level of the trigger
(L1). It is achieved by making tracker modules out of
two closely spaced sensors and an integrated circuit that
correlates the hits in them, providing both coordinate
and transverse momentum measurement. The latter as-
sumes that the track originated at the beam line. The
hit pairs in a module are referred to as stubs.

The pT selection for stubs to be read out is determined
by the bandwidth from the detector to the back end elec-
tronics, and is fixed at about 2 GeV. Finalizing the choice
of track finding algorithm and hardware may take a few
more years. In the meantime, it is imperative to under-
stand what kind of physics opportunities such track trig-
ger could open up, beside maintaining the overall trigger
performance at HL LHC environment.

The goal of this note is to attract community’s atten-
tion to this topic, and provide an example of a main-
stream physics area that would benefit from extension
of the track trigger to o↵-pointing tracks. While proper
simulation and modeling of the trigger is complicated,
a simple toy simulation is su�cient to develop intuition
and identify areas of interest.

This note considers all-hadronic final states with low
HT , taking SM Higgs decays into four jets (see Fig. 1 a)
as an example. Theoretical motivation to look for such
decays is very strong, see [2] for a comprehensive review.
The goal is to probe very small branching fractions; in
this note we assume Br[h ! �� ! 4q] = 10�5. For
prompt decays, the background is overwhelming, but if
the � has c⌧ of a few mm, the o✏ine analysis has very low

backgrounds [3]. The problem is in getting such events
on tape, in particular through L1. Below, we estimate
how an o↵-pointing track reconstruction at L1 can help.
To estimate the e�cacy of the approach, we compare it
with the best alternatives in absence of o↵-pointing track
trigger: using associated Higgs production with a W that
provides a lepton trigger (Fig. 1 b) or considering L1
calorimeter jets with no associated prompt tracks. We
also speculate on the comparative sensitivity of LHCb
experiment to this decay.

a)

b)

FIG. 1. Two final states considered for getting h ! ��

events on tape: a) gluon fusion production using o↵-pointing
track trigger; b) associated production using single lepton
trigger.
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2.2. Barrel calorimeter trigger primitives 35
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Figure 2.4: Preliminary L1 tracking efficiency as a function of d0 for tracks originating from
displaced muons (PU = 0) with |h| < 2.0 and 2 < pT < 20 GeV. The efficiency is defined
with respect to truth-level particles that produced stubs in at least four layers/disks. The black
(filled) points show the baseline tracking (with a d0 = 0 constraint), the green (triangle) points
show the baseline tracking but using a 5-parameter track fit that allows for a nonzero d0, and
the red (open) points show the extended tracking using triplet seeds (for a ±5 cm optimization)
and a 5-parameter track fit.
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Figure 2.5: Left: Preliminary L1 tracking efficiency as a function of h for tracks with a flat pT
spectrum within 2–100 GeV and |h| < 2.4 in single electron events (PU = 0). Right: Preliminary
L1 tracking efficiency as a function of pT for tracks with a flat pT spectrum within 2–100 GeV
and |h| < 2.4 in single electron events (PU = 0). The efficiency is defined with respect to truth-
level particles that produced stubs in at least four layers/disks. The black (filled) markers
show the efficiencies for the baseline tracking, while the red (open) markers show those of the
extended tracking.

pileup2, most dominant in the barrel region as a consequence of the triplet seeds used. Work
is presently ongoing to understand the additional FPGA processing resources cost associated
with these potential improvements.



Key:
Red = Algorithm
Blue = Memory

Implementation
• Track finding implemented as dedicated 

processing modules with memory modules 
storing data between steps 

• Seeding & propagation steps 
implemented using Xilinx Vivado HLS 

• Kalman filter largely implemented in 
VHDL   

• Top-level modules connected in VHDL
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Hardware demonstration
• Hardware for track-finding based on ATCA platform  

(CMS standard for HL-LHC upgrade) 
• Demonstration of algorithm in progress 
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3.3 Prototypes 21

Figure 17: Left: Serenity with all heatsinks mounted. Middle: Optical heatsinks removed so
that the optical modules are visible. On 2 of the 4 optical banks only 3 out of the 6 possible
optical sites are populated. The 2 FPGA processing sites are both covered with large heatsinks
to dissipate in excess of 100 W. The CPU is located in the top-right, while the IPMC (DIMM
form factor) is in the centre-right. Up to 12 MTP12 or MTP24 optical adapters are visible in the
centre-left. Right: The two daughter cards, on which the FPGAs are mounted, are visible.

connects the CPU to each interposer site, and also to a very small Xilinx Artix-7621

FPGA which provides the protocol and voltage conversions necessary to interface622

to the JTAG and I2C chains which control the board. This arrangement provides623

a very clean separation of hardware, firmware and software, simplifying the par-624

allel development of the three. The COM Express modules used for many of the625

prototypes produced to date contain an Intel CPU, running the same x86 build of626

the Linux operating system as is used in the rack servers of the experiment’s online627

cluster (currently CentOS7), simplifying management over the expected 10+ year628

operation.629

Similarly, the IPMC functionality, required by ATCA blades, is a based on a commer-630

cial product. The software and hardware reference design is supplied PigeonPoint [?631

], with a hardware implementation available from CERN [? ]632

3.3.2 Serenity as OT DTC:633

The two daughter cards each provide 144 differential pairs to 12 Samtec FireFly connectors [?634

], 64 differential pairs between the two daughter-card sites (the so-called inter-interposer bus)635

and 2 Tx + 2 Rx differential pairs to a Quad Small Form-factor Pluggable (QSFP) optical mod-636

ule.637

For the OT DTC application bi-directional Tx/Rx connectivity at up to 2.5/10 Gb/s respectively638

is required to the front-end. For each daughter card 6 sites are populated with 3 ”Y” assemblies,639

each consisting of 12 channel Tx and matching Rx module. The Tx & Rx fibre pigtails are640

merged into an industry standard MTP24 connector to improve optical fibre connector density.641

For connection to the back-end Track Finder only Tx connectivity at 25 Gb/s is required. Unfor-642

tunately, only 4Tx + 4Rx bi-directional modules are available at present. Consequently, for each643

daughter card, 6 sites are populated with 3 ”V” assemblies, each consisting of 2 bi-directional644

modules. Again the pigtails are merged into a single MTP24 connector.645

The arrangement above results in each ATCA card providing 72 bi-directional links to the front-646

end and 48 uni-directional Tx links to the back-end, with the matching 48 Rx links unused. If647

uni-directional parts become available at 25 Gb/s then a different daughter card, which already648

Apollo: track finding processing boards 
- Service Module provides infrastructure components  
- Command Module contains two large FPGAs,  
  optical fiber interfaces & memories

Serenity: DTC processing 
- Carrier card provides services 
- Daughter cards host FPGAs for data processing

arXiv:1911.06452 cds:2646388

9

First ATCA Test Stand up and running at the TIF/B186

Hub for Tracker off-detector electronics
● Hardware testing & integration
● DTC/TF algorithm demonstrations

Kernel of the future backend Tracker TIF system
● Location for future slice tests with TK during integration
● Location for off-det electronics burn-in during production
● And possible cosmic rack?

Test stand @ CERN 
with Apollo & Serenity blades

https://arxiv.org/abs/1911.06452
https://cds.cern.ch/record/2646388


Summary
• Incorporating tracking in L1 trigger critical to achieve required event rate 

reductions for CMS at HL-LHC  
‣ Key to achieve physics goals 

• Track triggering on this scale never implemented before 
‣ Relies on unique detector design with “pT modules”  
‣ System design based on off-shelf electronics (FPGA) 
‣ Legacy demonstrators showed feasibility of systems w. required performance 

• Extension to displaced tracking brings feasibility of probing physics scenarios 
involving long-lived particles 

• Working toward specifications of final system & next-level demonstrators !
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2.1. The Phase-II Tracker Upgrade 29

Figure 2.5: (a) Correlation of signals in closely-spaced sensors enables rejection of low-pT parti-
cles; the channels shown in light green represent the “selection window” to define an accepted
“stub”. (b) The same transverse momentum corresponds to a larger distance between the two
signals at large radii for a given sensor spacing. (c) For the end-cap disks, a larger spacing
between the sensors is needed to achieve the same discriminating power as in the barrel at the
same radius. The acceptance window can therefore be tuned along with the sensor spacing to
achieve the desired pT filtering in different regions of the detector.

2.1.3 Overview of the Pixel detector design2812

The requirement of radiation tolerance is particularly demanding for the Pixel detector, as2813

shown above in Fig. 2.3. Preliminary studies show that good results can be obtained by us-2814

ing thin planar silicon sensors, segmented into very small pixels. With such a configuration the2815

detector resolution is much more robust with respect to radiation damage than the present de-2816

tector, where the precision relies on the ability to reconstruct the tails of the charge deposited in2817

a 300 micron-thick sensor. At the same time the required improvement in two-track separation2818

mentioned above is also obtained. Pixel sizes of 25 ⇥ 100 µm2 or 50 ⇥ 50 µm2 are being con-2819

sidered, representing a factor of 6 reduction in surface area compared to the present pixel cells.2820

For the readout chip, such a small pixel size can be achieved with the use of 65 nm CMOS tech-2821

nology and an architecture where a group of channels (pixel region) shares digital electronics2822

for buffering, control, and data formatting.2823

An alternative option that is being actively pursued is the possibility to use 3D silicon sensors,2824

offering intrinsically higher radiation resistance because of the shorter charge collection dis-2825

tance. As the production process is more expensive and so not suitable for large volumes, the2826

use of 3D sensors could be limited to the small regions of highest particle fluence.2827

The research on sufficiently radiation tolerant sensors and the design of the readout chip are2828

the key activities during this initial phase of the detector development. They are discussed in2829

Sections 2.2.1 and 2.2.2.2830

The new design will preserve the ease-of-access of the current detector that enables the possi-2831

bility to replace degraded parts over an Extended Technical Stop. The geometry of the Phase-I2832

detector [6] with 4 barrel layers and 3 forward disks is taken as a starting point. The forward2833

extension could be most simply realized by increasing the number of forward disks from 3 to2834

10, out of which the last 3 consist of the outer part only, in order to be compatible with the2835

conical section of the beam pipe. Such an extended pixel detector will have an active surface2836

of approximately 4 m2, compared to 2.7 m2 for the Phase-I detector. The time required for the2837
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Data flow
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DAQ

control
DTC Track Finder

L1 Correlator
FE module

track reconstruction & 
fittingstub pre-processing

p-p interaction 
@ t0

L1 decision

full data triggered 
(t0 + <12.5μs)

to High Level Trigger

stub data @ 40MHz

L1 accept @ <750kHz

full hit data @ <750kHz

L1 tracks @ 40MHz

stubs arrive at DTC
(t0 + 1μs) tracks arrive at L1 Correlator

(t0 + 5μs)

Level-1 Track Finding Architecture �8

Thomas James (Imperial College)                 13/Nov/2018             CERN ESE SEMINAR 

Transmission of stubs to BE electronics 1 μs

Correlation of trigger primitives (inc. tracks) 3.5 μs

Broadcast of L1 accept to FE buffers 1 μs

Safety Margin 3 μs

‣ Average 15,000 stubs every 25ns (200PU) -> Stub bandwidth O(20) Tb/s

‣ L1 hardware trigger reduces event rate from 40 MHz to < 750 kHz using 

calorimeter, muon and tracker primitives

‣ TK primitives are all tracks (pT > 2-3 GeV/c), from Outer Tracker 

‣ L1 accept triggers all front end buffers to read out to DAQ -> HLT farm

‣ FE L1 latency buffers (including TK) limited to 12.5 μs

DTC = DAQ Trigger 
& Control boards

Track Finding 
Processor boards

Outer tracker Downstream 
trigger



Stub finding efficiency
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Figure 4

One quarter of the layout of the CMS outer tracker for HL-LHC, showing also the di↵erent module
spacings and stub acceptance windows used. The PS modules are indicated in light blue, yellow,
and red (the PS modules in grey are not used in the trigger). The di↵erent colors correspond to
the sensor separation in the modules; blue is 1.6 mm, yellow is 2.6 mm, and red is 4.0 mm. The
2S modules are in dark blue or red and have 1.8 mm or 4.0 mm sensor spacing, respectively. The
numbers in black next to the modules are the stub acceptance windows in number of strips. The
inner pixel detector modules (grey) are not used in the L1 readout. From Ref. (15).

6.3. Tracking performance 103
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Figure 6.5: Stub reconstruction efficiency for muons as a function of pT in the barrel (left) and
in the endcaps (right). Details of the efficiency turn-on and plateau are related to the choice of
the stub windows.

6.3 Tracking performance
6.3.1 Level-1 tracking performance

Two sets of tracking performance metrics were defined for the L1 tracking demonstrations (the
L1 tracking demonstrations have been introduced in Section 3.5, and are described in great
detail in Section 9.4). Fundamental tracking quantities were evaluated for a variety of physics
scenarios, with a special focus on tt events with high pileup. The demonstrations also stud-
ied tracking performance in the context of track-based algorithms that may eventually factor
into the operation of the L1 trigger. This section briefly summarizes the performance studies
of fundamental L1 tracking quantities. Further details on these studies are contained in the
summaries of the individual L1 tracking demonstrations in Section 9.4. The performance of the
“L1-oriented” tracking metrics is discussed in Section 12.3.1.

The L1 tracking hardware demonstrators, and consequently the results discussed in this sub-
section, are based on the flat barrel geometry. The performance obtained with this configura-
tion is a good proxy for the performance that will be obtained with the tilted barrel. In addi-
tion, based on early and later stalled R&D on through-silicon vias, the simulations assume that
communication between the sensor halves in a silicon module is possible. The fundamental
tracking performance metrics explored by the L1 tracking demonstrators include tracking effi-
ciency, track parameter resolutions, and track rate. The three demonstrators have shown very
similar performance for these metrics; for brevity, representative results from the individual
approaches are given below. In the context of the demonstration effort all L1 tracking studies
have been performed assuming 3 GeV stub pT thresholds.

Figure 6.6 presents the L1 tracking efficiency for prompt muons and electrons for tt events
in a scenario with 200 pileup events on average. The tracking efficiency for muons exhibits a
sharp turn-on at the 3 GeV stub pT threshold, and saturates at approximately 98%. The tracking
efficiency for electrons turns on more slowly and flattens out at 90%, mostly due to interaction
with the detector material and consistent with the corresponding measurements of the stub

Figure 5

The stub finding e�ciency as a function of particle pT for muons, shown separately for the six
barrel layers (left) and for the 5 disks (right). From Ref. (15).

TBPS layer 1, the turn-on curve for the stub finding e�ciency is less sharp than in the

outer layers due to the smaller bend of the track at smaller radii.

The full outer tracker design consists of 5,616 PS modules and 7,680 2S modules for a

total of 13,296 modules. Each module is read out and controlled using one LpGBT module.

The o↵-detector readout and control is handled by 216 DTC (Data, Trigger, and Control)

boards. Each DTC is capable of controlling up to 72 front-end modules. The DTC receives

data from the front-end modules and extracts the L1 accept data from the 40 MHz trigger

data. The DTC unpacks the trigger data and assigns the stubs to the correct bunch crossing;

10 A. Ryd & L. Skinnari
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Trigger 
• Track information @ L1 
• L1: 12.5 µs latency,  

750 kHz output rate 
• HLT: 7.5 kHz output rate

Barrel EM calorimeter 
• Replace FE/BE electronics 
• Lower operating temperature

Muon systems 
• Replace DT & CSC FE/BE 

electronics 
• Complete RPC coverage 

(1.5<η<2.4) 
• Muon tagging (2.4<η<3)

Tracker 
• Completely new inner+outer tracker (OT) 
• 40 MHz readout (pT>2 GeV) in OT 
• Extend coverage to η~4Endcap calorimeter 

• Replace endcap calorimeters => HGCal 
• Radiation tolerant, high granularity 
• 3D capability

Other R&D 
• Fast timing for in-time 

pileup suppression



2016 demonstrator systems
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Jorge Chaves

Demonstrator (2)
• We currently have 4 CTP7 

boards in a µTCA crate in 
building 904 at the Prevessin 
site

• These will be the basis for the 
tracklet demonstrator

• 3 sector processor boards

• Input and output are 
handled by a single board

• AMC13 card for central clock 
distribution and 
synchronization

7

Special thanks to the 
Wisconsin group

Tracklet test stand @ CERN

§ Use commercially available FPGA
§ Xilinx Virtex-7 
§ more powerful FPGA in the future
§ We are hoping each " sector can be processed with a single 

future FPGA
§ Currently targeting to put half-sector project on one Virtex-7 

chip

§ Processing boards
§ Xilinx VC709
§ CTP7 board developed by U. of  Wisconsin
§ Both boards host the same Virtex-7 chip

8/30/16CU Group Meeting 16
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L1 TRACK FINDING IN HARDWARE

DEMONSTRATOR SYSTEMS
�8

Source 
A

Source 
B HTP HT A HT B KF + 

DR A
KF + 
DR B Sink

data flow

MCH AMC
13

‣ HT, KF and Tracklet algorithms proven to work in hardware 
demonstrators within 3-4 μs 

‣ Using μTCA boards with Virtex-7 FPGAs 

‣ Objective - Run Monte-Carlo physics samples emulating 
conditions at HL-LHC through hardware demonstrator 

‣ Compare hardware output directly with software emulator MP7-based demonstrator @ CERN/UK

CTP7-based 
demonstrator @ 
CERN/Cornell
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tt̄ at 200 pu, 2000 events

Excellent performance demonstrated in hardware

Thomas James

HT+KF @ CERN/UK

• Algorithms implemented in emulation software + firmware 
• Hardware demonstrators used to validate feasibility & performance 
‣ µTCA boards with Virtex-7 FPGA 

• Tracklet: 3 boards for φ sectors + 1 board emulates input & receives output tracks, AMC13 card for 
clock & synchronization, 240 MHz clock 

• HT+KF: 5 boards for processing + 3 boards for input / output 

• Excellent performance demonstrated in hardware + measured 3-4 µs latency


